Packet Flow in the AWS Gateway Load Balancer - East-West — by Patrick Glynn Mgr, Consulting Engineering

Introduction

With the introduction of the Gateway Load Balancer (GWLB) in mid-November 2020,
AWS provided its customers with any port, load-balancing router . Prior to that, Azure
and GCP were the only public clouds that had such a construct. Customers use these to
provide a security layer that is scalable, resilient, and adaptable. In the AWS
implementation, endpoints are an integral part of the solution but are not a new concept
in AWS. They connect elastic network interfaces (ENIs) to targets (e.g. GWLB)

via "worm holes" in the fabric and and have been used with network load balancers
(NLBs) for some time. These worm holes in the fabric bypass the usual routing
constructs and can perforce result in some difficulty when troubleshooting. In this blog
post, we will trace the flow of a request originating from a client in one VPC (network
10.102.0.0/16) to a server in another VPC (network 10.101.0.0/16). The infrastructure
was deployed using the following TerraForm template:

https://github.com/wwce/terraform/tree/master/aws/GWLB-Demo

and follows current best practices regarding architecture:
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This architecture also supports inbound and outbound traffic flows, which are treated
separately in other blog posts. Today, we will focus on the following request flow:


https://github.com/wwce/terraform/tree/master/aws/GWLB-Demo
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Note that AWS assigns unique resource identifiers to each resource in the environment.
Examples include tgw-attach-Ob86ac38ab82dfff9 or subnet-0e1119f6fc333eabd. Every
resource created is assigned one of these unique identifiers. This means that although
the template creates the environment using identical resources, the individual resource
identifiers will be different.

N.B. - Routes to the 104.219.136.0/21 and 107.64.0.0/10 subnets
pointing to the internet gateway (IGW) in the APP VPCs are the
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author's primary/secondary ISP subnets and were added post-
deployment to facilitate direct access to the hosts in the VPCs for
troubleshooting. They do not exist in the publicly-available
templates and can be ignored.

Request Step 1 - Can We Talk?

The process begins when a user/process on a host (IP 10.102.0.5) in APP VPC 2
needs to connect to a host (IP 10.101.0.4) in APP VPC 1. Looking at the EC2 instance,
we can see the IP address as well as the subnet membership:

Instances (1/1) info | C \ Connect | Instance state ¥ Actions ¥ 1 m-
Q 1 o}
search: app-PANW-bdc2 X ‘ Clear filters

Name v Instance ID Instancestate v  Instancetype ¥  Status check Alarm status Availability Zone ¥  Public IPv4 DNS v PublicIPva .,

app-PANW-bdc2 i-049eb3bcdb0d695 1 © Running @@ t2.micro @ 2/2 checks passec  Noalarms +  us-east-Tc = 3.208.253.71

B E @

Instance: i-049eb3bcdb0d6951f (app-PANW-b4c2)

Details Security Networking Storage

¥ Instance summary Info

Instance ID

-049eb3bcdb0d6951f (app-PANW-b4c2)

Instance state

© Running

Instance type

t2.micro

AWS Compute Optimizer finding

Status checks

@®Opt-in to AWS Compute Optimizer for recommendations. | Learn more
A

Monitoring Tags

Public IPv4 address
3.208.253.71 (app-mgmt-eip-PANW-b4c2) | open address [4

Public IPv4 DNS

Elastic IP addresses

3.208.253.71 (app-mgmt-eip-PANW-bac2) [Public IP]

1AM Role

Private IPv4 addresses

10.102.0.5

Private IPv4 DNS

ip-10-102-0-5.ec2.internal

VPCID
@ vpc-0f681106f6b84640d (app-vpc-PANW-bdc2) [3

Subnet ID
subnet-0709ac7ea08f1eSa3 (app-main-subnet-PANW-bac2) [4

The subnet route table has a default route pointing to the transit gateway (TGW) as the

next hop.



Packet Flow in the AWS Gateway Load Balancer - East-West — by Patrick Glynn Mgr, Consulting Engineering

Subnets (1/1) info c Actions ¥ m

Q 1 @
Subnet I1D: subnet-0709ac7ea08f1e5a3 X Clear filters
Name v Subnet ID v State v VPC v IPv4 CIDR v IPv6 CIDR v Available IPv4
app-main-subnet-P... subnet-0709ac7ea08f1e5a3 @ Available vpc-01681106f6b84640d | ap... 10.102.0.0/28 - 9
(SR
subnet-0709ac7ea08f1e5a3 / app-main-subnet-PANW-bdc2
Details Flow logs Route table Network ACL Tags Sharing
Route table: rtb-02eae9f0eb7ce9d41 / app-main-rt-PANW-b4dc2 Edit route table association
Routes (3)
Q 1 @
Destination Target
104.219.136.0/21 igw-0bb33f319d240e9c4
10.102.0.0/16 local
0.0.0.0/0 tgw-0ad0c9091ead9880f

The requester does an internal route lookup and puts the packet out on the wire (local
subnet) which has a default route via the TGW.

Request Step 2 - Transit Gateway (TGW)

The TGW is connected to the VPC via a Transit Gateway Attachment. To see this association,
we navigate to the Transit Gateway Attachment list and filter on the VPC hosting the
requester:

Croate Transit Gatoway Attachment [T S o 8 €

), search : vpc-O/68110616bB4640d Add filter 1tolof1
[ ] Name Transit Gateway attachment ID + Transit Gateway ID Resource type Resource ID State Asscciated route table ID
[ ] client-server-PANW-bdc2 tgw-attach-07e43a8c4496318b1 gw-0ad0c8091eadS8801 VPC vpe-01681106/6b84640d available igw-rtb-0f89b 1 daBBbBL5d2c
Transit Gateway Attachment: tgw-attach-07e43a9¢4496319b1 _N N

Details  Tags

Transit Gateway attachment ID  tgw-attach-07e43a9c4496319b1 Transit Gateway owner ID 484857004050

Transit Gateway 1D tgw-0 IBB0H Resource owner account ID 484857004050

Resource type State  avalable
Resource ID vt Associated route table  ow-rib-019b1dasal
Association state DNS support  enable
IPv6 support Subnet IDs  subnet-0709ac7ealB1 e5al

Note that when creating a TGW Attachment, a subnet must be specified and traffic can
only be routed to a TGW Attachment in the same availability zone (AZ). In this case, the
TGW Attachment and the host exist on the same subnet (and hence same AZ).

Routing within the TGW is handled via route tables associated with the TGW
attachment. In the above picture, we can see that the route table associated with the
TGW Attachment is tgw-rtb-0f89b1da68b6b5d2c. Clicking on the link to the route table



Packet Flow in the AWS Gateway Load Balancer - East-West — by Patrick Glynn Mgr, Consulting Engineering

and inspecting the routes, we can see that the default route points to yet another
attachment:

Create Transit Gateway Route Table JELTLLURg o & e

(), Transit Gateway route table ID : igw-rtb-0f89b1daB8bBb5d2c Add filter 1totlof1
[ ] Name - Transit Gateway route table ID ~ Transit Gateway ID ~ State - Default association route table - Default propagation route table -
B igw-opp-r-PANW-bdc2 igw-rib.0B9b1dabBbELSZe \gw-0ad009081ead9880f No No
Transit Gateway Route Table: igw-rib-0f89b1daB8bBb5d2c _N -} =]
Details i Prefix list Routes  Tags

The table below will return a maximum of 1000 routes. Narrow the filter or use export routes to view more routes.
Create static route
aroh by keywor 1to10f1

CIDR Attachment Resource type Route type Route state Prefix List ID

0.00.0/0 tgw-attach-092303149H3633879 | vpo-008987452eBad620a vPC static active

Following the rabbit a little further down the hole, we find that the attachment is
associated with two different subnets. Traffic from the requester gets dropped off into
one of these subnets when it exits the TGW.

Create Transit Gateway Attachment BRETILL SR o % 0

\ Transit Gateway attachment ID ; tgw-attach-09230314903633879  Add filter 1totof1
@ Name - Transit Gateway attachmentID  ~ Transit Gatoway ID - Resource type Resource ID - State - Associated route table ID
[ ] security-igwa-PANW-1975 gw-attach-09230314953633879 tgw-0ad0c90910ad98801 vPC vpc-00698745208a0629a available tgw-rtb-04bI8978d5084d872
Transit Gateway Attachment: tgw-attach-09230314963633879 _N_R=]

Details  Tags

Transit Gateway owner ID 484857004050
Resource owner account ID 484857004050

Transit Gateway attachment 1D tgw-
Transit Gateway ID
State  avalable
Associated route table  tgw-rtb-04bfB978d5e840872
DNS support  enablo
SubnetIDs  subnet-0d8d93ba94cadE63
subnet-06240157397683c5b

N.B. - The TGW has the ability to load balance across as well as ensure traffic
symmetry. More information on traffic symmetry can be found here:

Resource type
Resource ID
Association state 1
1PV6 support

https://docs.aws.amazon.com/vpc/latest/tgw/transit-gateway-appliance-scenario.html

If we look at the route table of one of the subnets, we can see that the traffic is directed
to a GWLB endpoint:


https://docs.aws.amazon.com/vpc/latest/tgw/transit-gateway-appliance-scenario.html
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Subnets (1/1) info
Q

search: subnet-0d8d93baf94c3de63 X Clear filters

Name v Subnet ID v State

sec-tgwa-subnet-us... subnet-0d8d93bafadc3d663

© Available

v VPC v IPv4 CIDR v

vpc-006987452e8ad629a | sec... 10.10.1.64/28

1 @

IPv6 CIDR v Available IPv4

= 10

subnet-0d8d93baf94¢3d663 / sec-tgwa-subnet-us-east-1b-PANW-FI75

Details Flow logs Route table Network ACL Tags

Sharing

Route table: rtb-0d94d34e75d135468 / tgwa-rt-us-east-1b-PANW-f975

Routes (4)

Q

Destination

10.10.0.0/16
10.101.0.0/16
10.102.0.0/16
0.0.0.0/0

Target

local
vpce-03223b31fbd790492
vpee-03223b31fbd 790492

vpce-0002e0168a8c692c3

Edit route table association

The route table associated with the other subnet looks similar (note that the endpoint ID

is different):

Subnets (1/1) 1are [¢] acions v | [T
Q 1 ®
search: subnet-0624e157397d83c5b X Clear filters
Name v Subnet ID v State v VPC v IPv4 CIDR v IPv6 CIDR v Avallable IPv4 addresses v
sec-tgwa-subnet-us... subnet-0624e157397d83¢5b @ Avallable vpc-006987452e8ad629a | sec... 10.10.1.80/28 - 10
B =

subnet-0624e157397d83¢5b / sec-tgwa-subnet-us-east-1c-PANW-f375

Details Flow logs Route table Network ACL Tags Sharing

Route table: rtb-07f9337931eb34245 / tgwa-rt-us-east-1c-PANW-f975

Routes (4)

Q

Destination
10.10.0.0/16
10.101.0.0/16
10.102.0.0/16
0.00.0/0

Target

local
vpee-0d6565471347bca4
vpce-0d6565471347bc9d

vpce-D6eaca7e3aladbsf

Edit route table association

In this case, the traffic is sent to the same Endpoint irrespective of whether we are
attempting to reach APP VPC 1 or APP VPC 2.

Request Step 3 - The GWLB Endpoint
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Recall that endpoints are ENIs that provide direct access to services within the VPC.
They are AZ-specific constructs and are instantiated in every AZ where service access
is required. The Endpoint is connected to the GWLB via an Endpoint Service.

Clicking on one of the targets associated with either APP VPC 1 (10.101.0.0/16) or APP
VPC 2 (10.102.0.0/16), we can see additional information about the endpoint, including
the associated Endpoint Service:

1 search : vpce-03223b311bd 790482 1to1of1
B  Name Endpoint ID VPC D Service name +  Endpoint type Status
] vpee-03223b31 bd790492 vpc-0060874528ad629a | sec-vpe-PANW-1975 com.amazonaws.vpee.us-east-1.vpce-sve-DdcBeadd1 57ba5a6a GatewayLoadBala... availal
Endpoint: vpce-03223b31fbd790492 _J_N-]
Details Subrets Notifications Tags
Endpoint ID 2331164790482 VPGID  vpc-D0BOB74526BadB28a | sec-vpc-PANW-IO75

Status Status message

Creation time 12, 2021 at 1:58:23 PM UTC-6 Service name  COM.AMAazoNaws.vpce.us-east-1.vpoe-sve-04cBoedd157b85a6d 7]

Endpoint type  GatewayloadBalancer
Private DNS names enabled

If we then look at Endpoint Services, we can see that this service is associated with a
multi-AZ load balancer (also note that the Endpoint Service is associated with multiple

AZs):

), com.amazonaws.vpce.us-east-1.vpce-svc-04c6cedd157b95a6d 1to1of1
us-east-1b
®  Name D Types Service name Status JURIE us-sast-ic os
Aaialkatla o .

- voea-sve-Odchieadd157095a6d  Gatewayl oadBala com vpee us-east-1 157b95a6d

_}_}=]

Endpoint Service: vpce-sve-04c6eedd 157b95a6d

Detalls Load Balancers Whitelisted principals Endpoint Connections Notifications Tags

Manage the Load Balancers associated with your endpoint service. Load Balancers accept requests received from endpoints that are created for the endpoint service and route those requests to targets hosting your

Load Bal;

1to20f2

Avallability Zone Load Balancer names

Clicking on the loadbalancer, we can see more detailed information:
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ooo

| search : sec-gwi-PANW-1875 Add fite 10101

B  Name « DNSname State VPCID Availability Zones Type Created At Mor
B sec-gwb-PANW-ATS active wpc-00B98745208ad629a us-past-1c, us-sast-1b gateway February 12, 2021 at 1:55:4.

Load balancer: | sec-gwib-PANW-1975 _J_J=]
Description Listeners Monitoriny g Integrated services Tags

Basic Configuration
Name  sec-gwib-PANW-1975
ARN  amaws:elasticioadbalancing:us-east-1:484857004050:l0adbalancer/gwy/sec-gwib-PANW-I975/de 1a0c1 b45630101 (2]
State  active
Type  gateway
IP address type  Ipvd
VPC

Avaliability Zones

Creationtime  February 12, 2021 at 1:55:47 PM UTC-6

Attributes

Deletion protection Disabled

Cross-zone load balancing Enablec

Edit attributes

Pro Tip: If it has not already been done, "Cross-zone load balancing” should be enabled
in the attributes. This ensures that the GWLB can use any backend pool member in any
availability zone and facilitates resiliency.

Request Step 4 - The Firewalls

The GWLB uses Generic Network Virtualization Encapsulation (GENEVE) to create an
overlay network between the load balancer and the firewalls. At present, this overlay
network is not connected to the firewalls virtual router, which improves packet handling
efficiency but requires that all traffic ingress/egress the FW via the GENEVE tunnel.
Under the hood, the GWLB is a souped-up NLB and the configuration is very similar.
Once the traffic reaches the GWLB, it is distributed amongst the available backend pool
members. Looking at the listeners for the GWLB, we see one of the first differences
between the GWLB and a standard NLB:

|, search : am:aws:elasticloadbalancing-us-east-1 Add fitter 1to1of1
@ Name -  DNS name State VPC ID Availability Zones Type Created At
B secgwib-PANW-ST5 active wpe-00B987452e8ad629a us-east-1c, us-east-1b gateway February 12, 20;
Load balancer: | sec-gwib-PANW-fS75 L} Q=
Description Listeners Meonitoring Integrated services Tags

A Gateway Load Balancer consists of an IP listener that receives all connection requests and routes them to the target group you specify. You can edit the listener to change the target group to which requests get forwarded.
Edit Delete
Listener

ARN arn:aws:elasticloadbalancing:us-east- 1:484857004050:listener/gwy/sec-gwib-PANW-1875/de 1a0c1b4563010f/716d330feead50db @

Forwarding to target group  sec-gwlb-tg-PANW-1975

The GWLB is an any port load balancer and consequently no port(s)are
specified/required. All TCP/UDP traffic is load balanced to the associated target group.
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Selecting the target group, we see that it is comprised of the FW in the security VPC:

EC2 Target groups sec-gwib-tg-PANW-f375

sec-gwlb-tg-PANW-f975

[ arn:aws:elasticloadbalancing:us-east-1:484857004050:targetgroup/sec-gwlb-tg-PANW-f975/008571474a4c908966

Basic configuration

Target type
Instance

Group details Targets Monitoring

Registered targets (2)
Q

Instance ID v

i-0e6cb2c3020a82cee

i-0bc983cBae20aceSa

Protocol : Port
GENEVE: 6081

Tags

Name

FW-us-east-1c-PANW-f975

FW-us-east-1b-PANW-f975

VPC
vpc-006987452e8ad629a [

Port v Zone
6081 us-east-1c
6081 us-east-1b

Delete

Load balancer
sec-gwlb-PANW-fa75 [4

@]

1 e

v Status v Status details

@ healthy

® healthy

The FW are targeted by instance ID, which ensures source IP preservation but requires
that the management and first data plane interface be swapped.

Selecting one of the targets, we can see the firewall details:

Instances (1/1) info [+] ‘ | connect | Instance state ¥ Actions ¥ | |7 “
Q 1 @
Instance ID: i-0e6c62c3020a82cee X Clear filters

Name v Instance 1D Instance state v Instance type Status check Alarm status Availability Zone ¥ Public IPv4 DNS v Public IPva ...

FW-us-east-1c-PANW-f975 i-0e6c62c3020aB2cee Running @& m5.xlarge @ 2/2 checks passe¢  No alarms  + us-east-1c¢ - -

= =
Instance: i-0e6c¢62c3020a82cee (FW-us-east-1c-PANW-f375)
Details Security Netwaorking Storage Status checks Monitaring Tags

¥ Instance summary Info

Instance ID

i-0e6c62c3020a82cee (FW-us-east-1c-PANW-f975)

Instance state

@ Running

Instance type

m.xlarge

AWS Compute Optimizer finding

(@O0pt-in to AWS Compute Optimizer for recommendations. | Learn more
A

¥ Instance details info

Public IPv4 address.

Public IPv4 DNS

Elastic IP addresses.

52.7.218.8 (fw-mgmt-eip-us-east-1c-PANW-f975) [Public IP]

1AM Role
iam-role-PANW-f975 [4

Private IPv4 addresses
10.10.0.28
10.10.0.100

Private IPv4 DNS

ip-10-10-0-100.ec2.internal

VPCID

vpc-006987452eBad629a (sec-vpc-PANW-F975) [4

Subnet ID
subnet-06d1664ebbel8e6e0 (sec-data-subnet-us-east-1c-PANW-
f975) [2

Request Step 5 - Return to the GWLB

Endpoint
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The permitted request is returned to the GWLB via the GENEVE tunnel and then back
to the endpoint. Recall that the ID of the endpoint is vpce-03223b31fbd790492. If we
take a closer look at that endpoint, we can determine the subnet that it resides in:

Create Endpoint JECITLERS

4 Endpoint ID : vpce-032230311bd 790492 Add filter
® Name Endpoint ID - VPCID
] vpee-03223b31fbd790492 Vpc-006987452e8ad629a | sec-vpc-PANW-A75

Endpoint: vpce-03223b31fbd790492

Details Subnets Notifications Tags
Manage Subnets
Subnet ID Availability Zone 1Pv4 Addresses IPV6 Addresses
5;’;’;’;&)4463@“31) us-east-1b (usel-az1) 10.10.0.252

o & @
1totof1
~  Endpoint type Status
vpce.us-east-1.vp 4cBeedd157b95a6d GatewaylLoadBala... available
_}_N=]
Network Interface ID Outpost ID

eni-03fae688ac27a4185

The subnet route table has the next hop to the destination as the TGW:

Subnets (1/1) infe

Q 1 @
‘ search: subnet-07578004463f9443b X Clear filters
Name v Subnet ID v State v VPC IPv4 CIDR v 1Pv6 CIDR v Available IPv4
sec-gwlbe-ew-subn.. subnet-07578004463f9443b @ Available vpc-006987452e8ad629a | sec... 10.10.0.240/28 - 10
B E =

subnet-07578004463f9443b / sec-gwlbe-ew-subnet-us-east-1b-PANW-f975

Details Flow logs Route table Network ACL Tags Sharing

Route table: rtb-0584d1074ace10015 / gwlbe-ew-rt-us-east-1b-PANW-f975

Routes (3)

Q

Destination
10.10.0.0/16
10.101.0.0/16
10.102.0.0/16

Target

local
tgw-0ad0c3091ead9880f
tgw-0ad0c3091ead9880f

Edit route table association

Request Step 6 - Return to the TGW

The TGW is connected to the VPC at the subnet level via a Transit Gateway
Attachment. To see this association, we navigate to the Transit Gateway Attachment list
in the VPC section of the GUI and filter on the security VPC (vpc-006987452e8ad629a

in this example):

10
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Create Transit Gateway Attachment I T LU TR

4 search : vpc-006887452e8ad629a

@  security-igwa-PANW-1975

- Transit Gatoway attachment ID

igw-attach-09230314963633879

Transit Gateway Attachment: tgw-attach-092303149b3633879

Details  Tags

Transit Gateway attachment ID
Transit Gateway ID

Resource type

Resource ID

tgw-attach-092303149b3633879
tgw-0ac0c90912ad9880f

VPC

vpc-00698745208ad629a

Association state  associated

1PV support

disable

+ Transit Gatoway ID - Resource type - Resource ID Stato
1gw-0ad0c9091ead9880f VPC vpc-006987452e8ad629a 2 avai lable
Transit Gateway owner ID 484857004050
Resource owner account ID 484857004050

State  available

Associated route table
DNS support
Subnet IDs

tgw-rtb-04bIB978050840872
enable

subnet-0d8d93baf94c3dee3
subnet-06240157397d83c50

o & @

1totof1

« Associated route table ID

1gw-rtb-04bIB978d5e844872

_N_}=]

The TGW attachment and the endpoint are both in the same AZ so the packets can be
routed as required.

Recall that routing within the TGW is handled via route tables associated with the TGW
attachment. In the above picture, we can see that the route table associated with the
TGW attachment is tgw-rtb-04bf8978d5e84d872. Clicking on the link to the route table
and inspecting the routes, we can see that the route to the target subnet (10.101.0.0/16)
points to another attachment (tgw-attach-0b86ac38ahb82dfff9):

Creats Transit Gateway Route Table T TR

() search : tgw-rtb-04bIBS78d5eB40BT2 Add filter
@  Name Transit Gateway route table ID +  Transit Gateway ID Stat Default ion route table - routs tabla
B igw-secrPANWAITS Igw-rib-04b1897 858840872 tgw-0ad0c90816ad98801 avadabie No No
Transit Gateway Route Table: 1gw-o-04b897 8056840872
Details  Associations  Propagations  Prefix list references  Routes | Tags
The table below will return a maximum of 1000 routes. Narrow the filter or use export routes to view mare routes.
Q Filter by attributes or search by keyword
CIDR Attachment Resource type Route type Route state Profix List ID
10.101.0.0118 tgw-atiach-0bBac3BabB2dTS | vpc-0832140862545523 VPC static

10.102.0.0116

attach-07e43a9c448631081 | vpc-01B&110

6160845400 vPe static

o % 0

1to1of1

1102012

Following this rabbit a little further down the rabbit hole, we find that the attachment is
associated with a single subnet. Traffic exiting the TGW gets dropped off into this

subnet.

Create Transit Gateway Attachment BT TR

) Transit Gateway

@  client-server-PANW-7763

D :tg:

- Transit Gateway attachment ID

tgw-attach-0b86ac38ab82affo

Transit Gateway

Details Tags

tgw-attach-0b86:

Transit Gateway D tg

Transit Gateway ID  tgw-Oad0co

Resource type

Resource ID  vpc

Association state  associated

IPV6 support

Request Step 7 - The Eagle Has

+  Transit Gateway ID

- Resource type Resource ID

tgw-0ad0c9091ead9880f VPC

Transit Gateway owner ID
Resource owner account ID
State

Associated route table  'ow

DNS support
Subnet IDs

- State

vpc-08321c49862545523

484857004050
484857004050

available
rtb-08ac6asfe981a354d
enable
subnet-De11196/c333eabd

o 80
1t010f1

Associated route table ID
tow-rtb-08ae6able081a354d

_N_}=]

Landed
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The request exits the TGW and gets dropped off into the subnet. Inspection of the
subnet route table reveals that any traffic destined for the VPC network is delivered
directly to the target:

Subnets (1/7) nfo Ii Actions ¥ m

Q 1 &
search: subnet-Oe1119f6fc333ea6d X Clear filters
Name v Subnet ID v State v VPC v IPv4 CIDR v IPvE CIDR v Available IPv4
app-main-subnet-P... subnet-Oe1119f6fc333eabd @ Available vpc-08321¢49862545523 | ap... 10.101.0.0/28 - 9
EEE®
subnet-0e1119f6fc333eabd / app-main-subnet-PANW-77d3
Details Flow logs Route table Network ACL Tags Sharing
Route table: rth-08cda79410c2378¢9 / app-main-rt-PANW-77d3 Edit routs table association
Routes (3)
Q 1 @
Destination Target
104.219.136.0/21 igw-01c48479188ae080e
10.101.0.0/16 local
0.0.00/0 tgw-0ad0c9091ead9I8B0f

Inspection of the target host reveals that it resides on the destination network. This tells
us that the traffic exiting the TGW is delivered directly to the target.

Instances (1/1) info C J Connect | Instance state ¥ ‘ Actions ¥ mn

Q 1 @
search: app-PANW-77d3 X | ‘ Clear filters
Name ¥ Instance ID Instancestate ¥ Instancetype ¥  Statuscheck Alarm status Availability Zone ¥ Public IPv4 DNS. v  PublicIPva ...
app-PANW-77d3 i-062abcB1e0975ceaa ® Running @8, t2micro () 2/2 checks passec  Noalarms  + us-east-1b - 35.171.248.18
B = E

Instance: i-062abcB1e0975ceaa (app-PANW-77d3)

Details Security Networking Storage Status checks Monitoring Tags

¥ Instance summary Info

Instance ID Public IPv4 address Private |Pv4 addresses
i-062abc81e0975ceaa (app-PANW-77d3) 35.171.248.18 (app-momt-eip-PANW-77d3) | open address [4 10.101.0.4
Instance state Public IPv4 DNS Private IPv4 DNS
@ Running - ip=10-101-0-4.ec2.intemnal
Instance type Elastic IP addresses VPCID
t2.micro 35.171.248.18 (app-momt-eip-PANW-77d3) [Public IP] Vpc-08321¢49862545523 (app-vpc-PANW-77d3) [2
AWS Compute Optimizer finding IAM Role Subnet ID
(@0pt-in to AWS Compute Optimizer for recommendations. | Learn more - subnet-0e1119f6fc333ea6d (app-main-subnet-PANW-77d3) [2
£}

¥ Instance details info

12



Packet Flow in the AWS Gateway Load Balancer - East-West — by Patrick Glynn Mgr, Consulting Engineering

Response Step 1 - The Destination
Deigns to Respond

We start with the target host and note the assigned IP address (10.101.0.4) as well as
subnet membership:

Instances (1/1) info c ‘ Connect || Instance state ¥ Actions ¥ Launch instances -

Q 1 @
search: app-PANW-773 X | | Clear filters
Name v Instance ID Instancestate ¥ Instancetype ¥  Statuscheck Alarm status Availability Zone ¥ Public IPv4 DNS v PublicIPv4...
app-PANW-77d3 i-062abc81e0975ceaa © Running @QQ, t2.micro © 2/2 checks passec  Noalarms us-east-1b - 35.171.248.18
= O]

Instance: i-062abc81e0975ceaa (app-PANW-77d3)

Details Security Networking Storage Status checks Monitoring Tags

¥ Instance summary Info

Instance ID Public IPv4 address Private IPv4 addresses
(3 i-062abcB1e0975¢ceaa (app-PANW-77d3) 35.171.248.18 (app-mgmt-eip-PANW-77d3) | open address [2 & 1010104
Instance state Public IPv4 DNS Private IPv4 DNS
@© Running - ip-10-101-0-4.ec2.internal
Instance type Elastic IP addresses VPCID
t2.micro 35.171.248.18 (app-mgmt-eip-PANW-77d3) [Public IP] 9 vpc-08321c49862545523 (app-vpc-PANW-77d3) [4
AWS Compute Optimizer finding 1AM Role Subnet ID
@©Opt-in to AWS Compute Optimizer for recommendations. | Learn more - (@ subnet-Oe1119f6fc333eabd (app-main-subnet-PANW-77d3) [3
2

¥ Instance details Info

Clicking on the subnet and looking at the associated routing table, we see that the default
route for the subnet points to the transit gateway (TGW) as the next hop.
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Subnets (1/1) info
Q

Subnet ID: subnet-0e111976fc333eabd X

Clear filters

1 @

Name v Subnet ID v State v VPC v IPv4 CIDR v 1Pv6 CIDR v Available IPv4
app-main-subnet-P... subnet-0e1119f6fc333ea6d @ Available vpc-08321c49862545523 | ap... 10.101.0.0/28 9
E = ®
subnet-0e1119f6fc333eabd / app-main-subnet-PANW-77d3
Details Flow logs Route table Network ACL Tags Sharing

Route table: rtb-08cda79410c2378¢9 / app-main-rt-PANW-77d3

Routes (3)
Q

Destination
104.219.136.0/21
10.101.0.0/16
0.0.0.0/0

Target
igw-01c49479188ae080e
local

tgw-0ad0cS5091ead9880f

Edit route table association

Assuming a listener on the requested port, the responder does an internal route lookup and
puts the packet out on the wire (local subnet) which has a default route via the TGW.

Response Step 2 - Transit Gateway

(TGW)

The TGW is connected to the VPC via a Transit Gateway Attachment. To see this association,
we navigate to the Transit Gateway Attachment list and filter on the VPC hosting the

target (vpc-08321c49862545523):

Create Transit Gateway Attachment Actions v

1 search : vpc-08321c49862545523 Add fite

@  Name Transit Gateway attachmentID = Transit Gateway ID
@  clentserverPANW-77d3 tgw-attach-0586ac38aba2dMa 1gw-0ad0c091ead9BE0F
Transit Gateway tg h-ObBBac:
Details  Tags
Transit Gateway D tgw-attach
Transit Gateway ID tgw-0ad0c8091 ead@B801

Resource typs VPG

Resource ID  vpc-0

Association state o
1Pv6 support  disable

Resource type Resouree ID

VPG

Transit Gateway owner ID
Resource owner account ID
State  available

Associated route table  lgw-rib-08

DNS support  enable

Subnet IDs  subnot

Vpc-08321c49862545523

o ® @
1ta1of1

State Associated route table ID

available tgw-rib-0BaeGasfe981a354d

_J_N=]

484857004050
484857004050

aeBaBleg81a354d

00111016/c3336abd

Note that when creating a TGW Attachment, a subnet must be specified and traffic can
only be routed to a TGW Attachment in the same availability zone (AZ). In this case, the
TGW Attachment and the host exist on the same subnet (and hence same AZ).

Routing within the TGW is handled via route tables associated with the TGW
attachment. In the above picture, we can see that the route table associated with the
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TGW attachment is tgw-rtb-08ae6a8fe981a354d. Clicking on the link to the route table
and inspecting the routes, we can see that the default route points to a different
attachment:

Create Transit Gateway Route Table J.T- L1 TR o & @

1, Transit Gateway route table ID : igw-rtb-08ne6a8ied81a354d Add filter ito1of1
[ ] Name = Transit Gateway route table ID ~ Transit Gateway ID - State = Default association route table - Default propagation route table -
B tgw-app-r-PANW.TTd3 gw-rib-08ae6able981a354d 1gw-0ad0c9091ead98801 avalable No No

Transit Gateway Route Table: tgw-rtb-0BaeBa8ie981a354d _N -l =]

Details Associations Propagations Prefix list references Routes Tags

The table below will return a maximum of 1000 routes. Narrow the filter or use export routes to view more routes.

Create static route
) F atiribules or search by keyword 1to10f1
CIDR Attachment Resource type Route type Route state Prefix List ID
0.0.0010 tgw-al 00230314963633879 | vpc-00698745208ad629 VPC static active

Following the rabbit a little further down the hole, we find that the attachment is
associated with two different subnets. Traffic from the requester gets dropped off into
one of these subnets when it exits the TGW.

Create Transit Gateway Attachment BRETILL SR o & 0

)\ Transit Gateway attachment ID ; tgw-attach-09230314903633879  Add filter 1totof1
@ Name Transit Gateway attachment D~ Transit Gateway ID Resource type Resource ID - State Associated route table ID
[ ] security-igwa-PANW-1975 gw-attach-09230314953633879 tgw-0ad0c90910ad9880f VvPC vpc-00698745208a0629a available tgw-rtb-04bI8978d5084d872
Transit Gateway Attachment: tgw-attach-09230314963633879 _N_R=]

Details  Tags

-092303149b3633879 Transit Gateway owner ID 484857004050
90910ad9880t Resource owner account ID 484857004050

Transit Gateway attachment ID  1g
Transit Gateway ID {9
Resource type

State  avalable
745208ad629a Assoclated route table  lgw-rtb-04b/B978d5e840872
DNS support  enable
Subnet IDs  subnet-0d8d93bal94cade63
subnet-06246157397083c5b

Resource ID v
Association state it
1PV6 support

N.B. - The TGW has the ability to load balance across as well as ensure traffic
symmetry. More information on traffic symmetry can be found here:

https://docs.aws.amazon.com/vpc/latest/tgw/transit-gateway-appliance-scenario.html

If we look at the route table of one of the subnets, we can see that the traffic is directed
to a GWLB endpoint:
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Subnets (1/1) info c actions v | e

Q 1 (0]
search: subnet-0d8d93baf9ac3de63 X Clear filters
Name v Subnet ID v State v VPC v IPv4 CIDR v IPv6 CIDR v Available IPv4
sec-tgwa-subnet-us... subnet-0d8d93bafodc3d663 @ Available vpc-006987452e8ad629a | sec.... 10.10.1.64/28 - 10
B EE

subnet-0d8d93baf94¢3d663 / sec-tgwa-subnet-us-east-1b-PANW-fI75

Details Flow logs Route table Network ACL Tags Sharing

Route table: rth-0d94d34e75d135468 / tgwa-rt-us-east-1b-PANW-f975 Edit route table association

Routes (4)
Q 1 ®
Destination Target
10.10.0.0/16 local
10.101.0.0/16 vpce-03223b31fbd790492
10.102.0.0/16 vpee-03223b31fbd790492
0.0.0.0/0 vpce-000ae0168a8c692c3

The route table associated with the other subnet looks similar (note that the Endpoint ID
is different):

Subnets (1/1) 1are C || Actons ¥ |
Q 1 &
search: subnet-0624e157397d83¢5b X Clear filters
Name v Subnet ID v State v VPC v IPv4 CIDR v IPv6 CIDR v Avallable IPv4 addresses
sec-tgwa-subnet-us... subnet-0624e157397d83¢5b @ Avallable vpc-006987452e8ad629a | sec... 10.10.1.80/28 10
B =

subnet-0624e157397d83¢5b / sec-tgwa-subnet-us-east-1c-PANW-f375

Details Flow logs Route table Network ACL Tags Sharing

Route table: rtb-07f9337931eb34245 / tgwa-rt-us-east-1¢-PANW-f975 Edit route table association

Routes (4)
Q 1 @
Destination Target
10.10.0.0/16 local
10.101.0.0/16 vpee-0d6f565471347bc94
10.102.0.0/16 vpce- 471347bc94
0.0.0.0/0 vpce-O6eaca7e3alddbs1f

Response Step 3 - The GWLB Endpoint

Recall that endpoints are ENIs that provide direct access to services within the VPC.
ENIs are AZ-specific constructs and are instantiated in every AZ where service access
is required. An Endpoint is connected to the GWLB via an Endpoint Service. In this
case, the traffic is sent to the same Endpoint irrespective of whether we are attempting
to reach APP VPC 1 or APP VPC 2. To see more information about this connection,
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click on the target associated with either APP VPC 1 (10.101.0.0/16) or APP VPC 2
(10.102.0.0/16). The subsequent page shows additional information about the endpoint,

including the associated Endpoint Service:

Create Endpoint Y=L 8Y )
1 search : vpce-03223b31fd 790402 1totofl
@  Name Endpoint ID VPC ID Service name ~  Endpoint type Status Creation time
- voee-03223b311hd 790482 voc-D0698 745268406292 | sac-vne-PANW-1975 COM AMAZONAWS VDCe us-east-1 voce-sve-O4chicadd 157b95a6d Gatewavl ocadBala Available February 12. 2
L_}_}=

Endpolnt: vpce-032236311bd790492

Details Subnets

Notifications Tags

Endpoint ID  vpce-032230311ba780492

Status  available

Croation time ~ February 12, 2021 at 1:59:23 PM UTC-6

Endpoint type  GatewaylLoadBalancer

Private DNS names enabled

VPC D

Status message
Service name
NS names

Pe-00698745208ac620

com.amazonaws.vpoe.us-east-1.vpoe-svo-Odcboedd 157b85a8d

$0-vpc-PANW-1975

If we then look at Endpoint Services, we can see that this service is associated with a
multi-AZ load balancer (also note that the Endpoint Service is associated with multiple

AZs):

=

), COm.amazonaws.vpoe.us-east-1.vpoe-sve-04cbeedd157b95a6d

@ Name 1]

- voca-sve-Odchicadd157n95a6d

Types Service name

Endpoint Service: vpce-svc-04c6eedd157b05a6d

Detalls Load Balancers

Manage the Load Balancers associated with your endpoint service, Load Balancers accept requests received from endpoints that are created for the endpoint service and route those requests to targets hosting your service

Load Bal

Whiteiisted principals

Availabliity Zone
us-east-1c (usel-az2) sec-g

us-east-1b (use1-az1)

Load Balancer names

sec-gwib-PANW-975

Status.

Th95a6 Aval

Gatewavl oadBala com

Endpoint Connections

vpoe us-east-1

Notifications

anin

No

Clicking on the loadbalancer, we can see more detailed information:

Create Load Balancer JYCTUERY
) search : sec-gwio-PANW-1375

@ secgwhbPANW-A75

- DNSname

Load balancer: | sec-gwib-PANW-1975

active

VPC ID

Wpc-D0B98T45208ad629a

am:aws:elasticioadbalancing:us-east-1:484857004050:loadbalancer/gwy/sec-gwib-PANW-1975/de 1a0c1b45630101 (1

Description Listaners. Monitoring Integrated services. Tags
Basic Configuration
Name  sec-gwib-PANW-1975
ARN
State  active
Type  gateway
IP address type  Ipvd
VPC vpc-006987452e8ad629a (£

Availability Zones

Greation time

Attributes

Deletion protection

Cross-zone load balancing

February 12, 2021 at 1:55:47 PM UTC-6

Disabled

Enabled

Edit attributes

Availability Zones

us-pasi-1c, us-east-1b

o %0

1totof1
us-east-1b
o us-east-1c e

_N-}=]
1to20t2
L ]
110101
Created At Mor

February 12, 2021 at 1:55:4
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Pro Tip: If it has not already been done, "Cross-zone load balancing" should be enabled
in the attributes. This ensures that the GWLB can use any backend pool member in any
availability zone and facilitates resiliency.

Response Step 4 - The Firewalls

As mentioned earlier, there is no port associated with the listener on the GWLB. All
TCP/UDRP traffic is load balanced to the associated target group.

), search : am:aws:elasticloadbalancing:us-east-1 Add fitter 1to1of1
@ Name ~ DNS name State VPC ID Availability Zones Type Created At
B secgwib-PANW-f75 active vpe-00698745288ad629a us-gast-1c, us-east-1b gateway February 12, 20;
Load balancer: | sec-gwlb-PANW-fa75 _B_N=!
Description Listeners Monitoring Integrated services Tags

A Gateway Load Balancer consists of an IP listener that receives all connection requests and routes them to the target group you specify. You can edit the listener to change the target group to which requests get forwarded.
Edit Delete
Listener

ARN arn:aws:elasticloadbalancing:us-east-1:484857004050:listener/gwy/sec-gwib-PANW-f375/de 1a0c1b4563010f/716d330feead50db 4]

Forwarding to target group  sec-gwlb-tg-PANW-1875

Selecting the target group, we see that it is comprised of the FW in the security VPC:

EC2 Target groups sec-gwib-tg-PANW-f975

sec-gwlb-tg-PANW-f975 Delete

arn:aws:elasticloadbalancing:us-east-1:484857004050:targetgroup/sec-gwlb-tg-PANW-f975/008571474a4c908966

Basic configuration

Target type Protocol : Port vPC Load balancer

Instance GENEVE: 6081 Vpc-006987452e8ad629a [ sec-gwlb-PANW-975 [

Group details Targets Monitoring Tags

Registered targets (2) C Register targets

Q 1 @®

Instance ID Name v Port Zone v Status v Status details
i-Debc62c3020a82cee FW-us-east-1c-PANW-f975 6081 us-east-1c © healthy
1-0bc983cBae20ace5a FW-us-east-1b-PANW-375 6081 us-east-1b © healthy

The FW are targeted by instance ID, which ensures source IP preservation but requires
that the management and first data plane interface be swapped.

Selecting one of the targets, we can see the firewall details:
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Instances (1/1) info [&] H Connect Instance state ¥ Actions ¥ | [T —— n
Q 1 @
Instance ID: i-De6c62c3020a82cee X Clear filters

Name v Instance ID Instance state v Instance type Status check Alarm status Availability Zone Public IPv4 DNS v PublicIPv4 ...

FW-us-east-1c-PANW-f375 i-0e6c62c3020aB2cee © Running @Q m5 xlarge @ 2/2 checks passe¢  Noalarms  + us-east-1c - -

E = ®

Instance: i-0e6c62c3020a82cee (FW-us-east-1c-PANW-f375)

Details Security Networking Storage Status checks Monitoring Tags

¥ Instance summary Infa

Instance ID

i-0e6c62¢3020a82cee (FW-us-east-1c-PANW-f975)
Instance state
@ Running

Instance type
ms.xlarge

AWS Compute Optimizer finding
(@O0pt-in to AWS Compute Optimizer for recommendations. | Learn more

¥ Instance details Info

Public IPv4 address

Public IPv4 DNS

Elastic IP addresses.

52.7.218.8 (fw-mgmt-eip-us-east-1c-PANW-f975) [Public IP]

1AM Role
iam-role-PANW-f375 [4

Private IPv4 addresses
10.10.0.28
10.10.0.100

Private IPv4 DNS

ip-10-10-0-100.ec2.internal

VPCID

vpc-006987452¢eBad629a (sec-vpe-PANW-f975) [5

Subnet ID
subnet-06d1664ebbe]Be6e0 (sec-data-subnet-us-east-1c-PANW-
1975) [

Response Step 5 - Return to the GWLB

Endpoint

The permitted request is returned to the GWLB via the GENEVE tunnel and then back
to the endpoint. Recall that the ID of the endpoint is vpce-03223b31fbd790492. If we
take a closer look at that endpoint, we can determine the subnet that it resides in:

oo
), Endpoint ID : vpce-03223b311bd790492 Add filter 1to1of1
@ Name Endpoint ID VPCID Service name ~ Endpoint type Status
[ ] vpce-03223b31/bd790492 vpc-008987452e8ad629a | sec-vpc-PANW-1975 com. vpce.us-east-1.vpe GatewayloadBala... available
Endpoint: vpce-03223b311bd790492 _N_}=]
Details Subnets Notifications Tags
Manage Subnets
Subnet ID Availability Zone IPv4 Addresses IPv6 Addresses. Network Interface ID Outpost ID
;;]g;‘gctbaasarg 455 us-east-1b (use1-az1) 10.10.0.252 eni-03fasB88ac27a4185

The subnet route table points has the next hop to the destination as the TGW:
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Subnets (1/1) infe (o] Actions ¥ m

Qa 1 @
search: subnet-0757800446319443b X Clear filters
Name 7 SubnetD v State v vPC v IPv4 CIDR v IPVE CIDR v Available IPv4 addresses
sec-gwibe-ew-subn.. subnet-075780044639443b @© Avallable vpC-006987452e8ad629a | sec.. 10.10.0.240/28 - 10
[SEC |
subnet-07578004463f9443b / sec-gwlbe-ew-subnet-us-east-1b-PANW-f975
Details Flow logs Route table Network ACL Tags sharing
Route table: rtb-0584d1074ace10015 / gwlbe-ew-rt-us-east-1b-PANW-f975 Edit route table association
Routes (3)
Q 1 ®
Destination Target
10.10.00/16 local
10.101.0.0/16 tgw-0ad0cS091ead9B80f
10.102.0.0/16 1gw-0ad0cS091ead9880f

Response Step 6 - Return to the TGW

The TGW is connected to the VPC at the subnet level via a Transit Gateway
Attachment. To see this association, we navigate to the Transit Gateway Attachment list
in the VPC section of the GUI and filter on the security VPC (vpc-006987452e8ad629a
in this example):

Create Transit Gateway Attachment LIRS o ¢ @

), search : vpc-00698745208a0629a Add filt 1totof1

@ Name Transit Gatoway attachmentID ~ + Transit Gateway ID Resource type Resource ID Stato Associated route table ID

[ ] security-igwa-PANW-1975 igw-attach-09230314903633879 1gw-0ad0c9091ead98801 VPC vpe-006987452e8ad62% available igw-rtb-04bIB978d5e844872
Transit Gateway Attachment: tgw-attach-09230314953633879 _ NN =]

Details  Tags

Transit Gateway attachment ID  tgw
Transit Gateway ID 1w
Resource type

ch-092303149b3633879 Transit Gateway owner ID 484857004050
0c90912ad98801 Resource owner account ID 484857004050

State  avallable
Resource ID  vpc-008987452e8ad629a Associated route table !g
Association state  associated DNS support

IPV6 support  disable Subnet IDs -0dBd93bar4c3de63

subnet-06240157397d83c50

The TGW attachment and the endpoint are both on the same subnet (same AZ).

Recall that routing within the TGW is handled via route tables associated with the TGW
attachment. In the above picture, we can see that the route table associated with the
TGW attachment is tgw-rtb-04bf8978d5e84d872. Clicking on the link to the route table
and inspecting the routes, we can see that the route to the requester subnet
(10.102.0.0/16) points to another attachment (tgw-attach-07e43a9c4496319b1):
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Creats Transit Gateway Routs Table B 11U o & 0

Q Transit Gateway route table ID : tgw-rtb-04bfB978d5084d872 Add fite 1totof1
Default association route table - Default propagation route table

® Name Transit Gateway route table ID - Transit Gateway ID - Swte
B  tgw-sec--PANW-1975 1gw-rib-04bIB9 78450844872 tgw-0ad0c909 10ad9880f available No No
Transit Gateway Route Table: tgw-rtb-04018978¢5e840872 _B-J=]
Detalls  Assoclations ~ Propagations  Prefix st references  Routes  Tags
The tabie below will return a maximum of 1000 routes. Namow the fiiter Or Use export routes 10 view more routes.
LU PPN Replace static route  Delete static route
Q Filter by attributes or search by keyword 1102012
CIOR Attachment Resource type Route type Route state Prefix List 10
10.101.0016 Igw-attach-0b86ac38ab pe-0832104 5523 vPe state active
vPC statc active -

| 101020016 fgw-attach-07043a8c449531801 | vpc-0168 110610846400

Following this rabbit a little further down the hole, we find that the attachment is
associated with a single subnet. Traffic exiting the TGW gets dropped off into this

subnet.

T ... s#d

Q Transit Gateway 1D : g 1totof1
@ Name Transit Gateway attachmentID = Transit Gateway ID - Resource type Resource ID State «  Assoclated route table ID
B clientsarvor PANW-bic2 ‘aw-attach.07043490449631901 w0000 1 aadBBAY e Voc-OfRB1106IEbALBA0] walabio faw-1h-OfAOD 1 dafRbABSA2C

Transit Gateway Attachment: tgw-attach-07e43a9c4496319b1

Detalls  Tags
Transit Gateway owner ID 484857004050

Transit Gateway attachment 1D lgw-sttach-07e43a9¢449631901
Rosource owner account ID

Transit Gateway 1D 1gw-0ac0c9091 0309880

Resource type VPG State
Resource ID vpc-068 1106860 540d Associated route table
Associstion state  associated DNS support
Subnet IDs  subnet-070%ac7ea08t 16523

IPV6 support  disable

Response Step 7 - At Last

Inspection of the subnet route table reveals that any traffic destined for the network is
delivered locally:

Subnets (1/1) infe

Q 1 @
search: subnet-0709ac7ea08f1e5a3 X ‘ | Clear filters
Name v Subnet ID v State v VPC v 1Pvd CIDR v 1Pv6 CIDR v Avallable IPv4 addresses hd
app-main-subnet-P. subnet-0709ac7ea08f1e5a3 @ Avallable vpc-0f681106f6b84640d | ap... 10.102.0.0/28 - Ll
EH E @
subnet-0709ac7ea08f1e5a3 / app-main-subnet-PANW-b4c2
Details Flow logs Route table Network ACL Tags Sharing
Route table: rth-D2eae9f0eb7ce9d41 / app-main-rt-PANW-b4c2 Edit route table association |
Routes (4)
Q 1 @
Destination Target

igw-Obb35f319d240e9¢4
local

104.219.136.0/21

10.102.00/16
107.64.0.0/10 igw-0bb33f319d240e9¢4
0.0.0.0/0 tgw-0ad0c9091 ead9880f
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Inspection of the target host reveals that it resides on the destination network. This tells
us that the traffic exiting the TGW is delivered directly to the target.

Instances & ) Connect Instance state ¥ Actions ¥
search: app-PANW-b4c2 X Clear filters
@  Name Instance 1D Instance state Instance type Status check Alarm status Availability Zone Public IPv4 DNS PubliciPvd... ¥  ElasticIP
app-PANW-bac2 ) 4b0d! © Runr 2@ t2miro ©2/2checkspassec  Noalarms +  us-east-1c - 3.208.253.71 3.208.25!
(= IO O]
Instance: i-049eb3bcdb0d6951f (app-PANW-bdc2)
Security Networking Storage Status checks Monitoring Tags
¥ Instance summary info
tance I€ blic IPv4 addre orivate IPv4 addresse
1-049eb3bcdb0d695 11 (app-PANW-b4c2) o 32 9 PAN! @ & 1010205
t 1PV
© Running - 3 ip-10-102-0-5.ec2.Internal
ce typ . '
t2.micro & g PANV {Public IP] (s ] b N @z
e e
@z = o @z

ubuntu@ip-10-101-0-4:

Looking at the FW logs, we can see both original source and original destination:

{ addr in 10.101.0.0/16 ) and { app eq ssh }

SESSION END 1
GENERATETIME | TYPE |FROM ZONE  TOZONE  SOURCE  DESTINATL. | SOURCE USER | NAT APPLIED | NAT SOURCE IP  NATDESTIP | TO PORT | APPLICATI..  ACTION | RULE REASON BYTES ||
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