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About This Guide

Azure Gateway Load Balancer helps to easily deploy, scale, and manage VM-Series firewalls referred to
as Network Virtual Appliances (NVAs) in Azure. Chaining a Gateway Load Balancer to your public
endpoint requires a simple configuration.

Gateway Load Balancer provides the bump-in-the-wire technology to ensure all traffic to a public endpoint
is first sent to the VM-Series before it is sent to an application.

In scenarios with Stateful Firewalls such as the VM-Series,it's especially important that flows are
symmetrical. The Gateway Load Balancer maintains flow stickiness to a specific Firewall instance in the
backend pool along with flow symmetry. As a result, a consistent route to your network virtual appliance is
ensured — without additional NAT configuration. As a result, packets traverse the same network path in
both directions and appliances that need this key capability are able to function seamlessly.

This guide explains how to configure and deploy the Azure GWLB using Palo Alto Networks VM-Series
Firewall in the backend pool. The sections in the document provide details about the architecture, and
configuration of the various components of this integration including Azure’s Gateway and Standard Load
balancers and VM Series firewall.

Challenges

VM-Series firewall on Azure brings unparalleled security features used to protect Azure workloads. The
Palo Alto Networks next generation firewall uses a virtual machine that can be launched from Azure
Marketplace or through templates. The VM-Series firewall provides a comprehensive set of security
features to protect workloads housed in Azure.

This guide walks through the steps to secure Azure workloads using VM Series NGFW deployed
alongside the Azure GWLB.
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In non-GWLB environments, there are some additional challenges, requirements and configuration to
secure workloads.

1. User defined routes(UDRSs) to route traffic through VM Series firewall to secure their network
traffic in Azure
1. Source IP address Conservation for the backend servers is difficult
2. SNAT is required to prevent asymmetric traffic flows
3. VNET Peering in a hub & spoke pattern of Application vnets with security vnet.
Solution

Gateway Load Balancer is part of Azure Load Balancer portfolio. The GWLB targets high performance
and high availability scenarios with third-party Network Virtual Appliances (NVAs). With the capabilities of
Gateway Load Balancer, you can easily deploy, scale, and manage NVAs.

Here are the list of advantages of integrating VM series firewall with Azure GWLB

Integrate VM Series Firewall transparently into the network path to secure application traffic without
modifying application network architecture.

Easily add or remove Firewall instances within the network path to scale with ease to manage costs
Chaining of GWLB with Public Endpoints(Public Load Balancer or Public Virtual Machine) will avoid
administrators from taking care of VNET Peering and UDRs to route traffic through VM Series Firewall.
Avoid NATting of traffic in the transit to provide complete visibility of Source’s identity to the application
and VM Series firewall.

Gateway Load Balancer maintains flow stickiness to a specific instance in the backend pool along
with flow symmetry. As a result, a consistent route to your network virtual appliance is ensured —

without additional manual configuration.

Note-This document focuses on the configuration using the Azure Portal and ARM templates. It is
assumed that the reader is familiar with Palo Alto Networks NGFW concept, Azure components, and
architecture. Please refer to the References section for more information.

Azure GWLB Components

Gateway Load Balancer consists of the following components:

e Frontend IP configuration - The private IP address of your Gateway Load Balancer.
e Load-balancing rules - A load balancer rule is used to define how incoming traffic is

distributed to all the instances within the backend pool. A load-balancing rule maps a given
frontend IP configuration and port to multiple backend IP addresses and ports.
o Gateway Load Balancer rules can only be HA port rules.
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o A Gateway Load Balancer rule can be associated with up to two backend
pools.

e Backend pool(s) - The group of virtual machines or instances in a virtual machine scale
set that is serving the incoming request. To scale cost-effectively to meet high volumes of
incoming traffic, computing guidelines generally recommend adding more instances to the
backend pool. Load Balancer instantly reconfigures itself via automatic reconfiguration
when you scale instances up or down. Adding or removing VMs from the backend pool
reconfigures the load balancer without extra operations. The scope of the backend pool is
any virtual machine in a single virtual network.

e Tunnel interfaces - Gateway Load balancer backend pools have another component
called the tunnel interfaces. The tunnel interfaces provide a communication channel
between the GWLB and the NVAs in the backend pools through which network traffic is
handled. Each backend pool can have up to 2 tunnel interfaces internal and external. The
external and internal interfaces map to the VM-Series Security Zones; Internal to trust and
external to untrust. Ingress traffic sent to the backend pool uses the external interface
whereas return traffic is sent through the internal interface

e Service Chain - A Gateway Load Balancer can be referenced by a Standard Public Load
Balancer frontend or a Standard Public IP configuration on a virtual machine. The addition
of advanced networking capabilities in a specific sequence is known as service chaining.
Traffic in the service chain is routed through using VXLAN thus allowing to conserve the
original IP headers including the original source IP. The process of adding the VXLAN
headers to traffic flows is called encapsulation and the removal of the VXLAN headers is
called decapsulation. The encapsulation/decapsulation process is typically done by the
device at the edge of the service chain which in our example is the public Standard Load
Balancer. . The VM-Series integration is essentially both the support for VXLAN and the
ability to read the original headers inside the VXLAN encapsulated flows.

Deployment Topology

The diagram below shows the Azure networking topology to show how to protect workloads in Azure
using the VM-Series and the Azure GWLB.

The diagram below shows two application VNET and a security VNET where both the firewalls and
GWLB are placed. The application VNETs have the application components including a public facing
Standard load balancer and direct Internet to the application stack. This implies the design model uses a
distributed ingress architecture in contrast with a more traditional centralized ingress architecture.

Also noticeable in the design, the Application VNETSs are not connected to the Security VNET. The path
used to send traffic from the application to the security VNET is the service chain path. The service chain
is however compatible with VNET peering and the two can be concurrently supported. The ingress path
uses the service chain path whereas east-west traffic would leverage the VNET peering path when
properly configured. The important consideration is still that when having multiple VNETs best practices
for non-overlapping address space between VNET should be followed.
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GWLB and VM Series deployment steps

You can deploy Azure GWLB with VM Series and service chain with Public load balancer by following
below mentioned steps.
e Create Storage account with bootstrap files on Azure that will be used to bootstrap VM Series
firewall
e Create Azure GWLB and VM Series firewall using the Security stack ARM Template
e Launch Application behind a Public Load balancer and service chain with GWLB created using
Application Stack ARM Template

1. Create Storage account for the with bootstrap files used to
bootstrap VM Series firewall

1.1. Create storage account

Login to Azure portal search for ‘storage accounts’ in global search and click on “Storage
accounts” service as shown below
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—— I

Azure service All Services (18) Marketplace (1) Documentation (30) Resources (0)
Azure Active Directory (0)
Services
Create a

resource

Storage accounts 2

B Storage accounts (classic)

Integration accounts
Resources {:} Automation Accounts

¥ Genomics accounts

L Lab accounts
54 Batch accounts
Recrent Faun =

S Storage browser

You will be presented with the following screen. Click on the “Create storage account” option
available.

Microsoft Azure

P Search resources, services, and docs (G+/)

B & 0 & @ & P9
Home >

PAL]

Storage accounts =

Palo Alto Networks Inc. (paloaltonetworks.onmicrosoft.com)

+ Create ) Restore €3 Manageview v () Refresh | Exportto CSV X5 Open query D Assigntags il Delete

Hter for any field... Subscription equals AzureTME Resource group equals all X Location equals all X Fp Add filter
No grouping v
Name T Type TN Kind ™ Resource group Ty Location Ty Su

No storage accounts to display

Create a storage account to store up to 500TB of data in the cloud. Use a general-purpose storage account to store
object data, use a NoSQL data store, define and use queues for message processing, and set up file shares in the
cloud. Use the Blob storage account and the hot or cool access tiers to optimize your costs based on how frequently

our object data is accessed.
Create storage account

Learn more &

Create a new Resource group by clicking on ‘Create new’ option against Resource group as part

of storage account creation and provide a name for new resource group creation. Ex:
“‘gwlbDemoSaRg”

Azure GWLB Deployment Guide
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Home > Storage accounts >

Create a storage account

Basics  Advanced Networking Data protection Encryption Tags Review

Azure Storage is a Microsoft-managed service providing cloud storage that is highly available, secure, durable, scalable, and
redundant. Azure Storage includes Azure Blobs (objects), Azure Data Lake Storage Gen2, Azure Files, Azure Queues, and Azure
Tables. The cost of your storage account depends on the usage and the options you choose below. Learn more about Azure

storage accounts
Project details

Select the subscription in which to create the new storage account. Choose a new or existing resource group to organize and
manage your storage account together with other resources.

Subscription * | AzureTME

v |

Resource group * ‘ BP-Firewall w ‘

| Create new l

Key in Storage account name(Ex: gwlbdemosa) and Region(Ex: East US 2) in which you wish to
create a storage account. And click on Review.

Home > Storage accounts >

Create a storage account

Basics  Advanced Networking Data protection Encryption Tags Review

Resource group * (New) gwlbDemoSaRg v

Create new

Instance details

If you need to create a legacy storage account type, please click here.

Storage account name @ * gwlbdemosa 1 |

Region @ * I(US) EastUS2} 2 v |

Performance © * @ Standard: Recommended for most scenarios (general-purpose v2 account)

O Premium: Recommended for scenarios that require low latency.

Redundancy ®@ * Geo-redundant storage (GRS) v

Make read access to data available in the event of regional unavailability.

|m ' 3 < Previous Next : Advanced >

Validate the details provided and click on ‘Create’ to create a Storage account.
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Home > Storage accounts >

Create a storage account

Basics Advanced Networking Data protection Encryption Tags Review

Basics

Subscription AzureTME
Resource Group gwlbDemoSaRg
Location eastus2

Storage account name gwlbdemosa
Deployment model Resource manager
Performance Standard
Replication Read-access geo-redundant storage (RA-GRS)
Advanced

Secure transfer Enabled

Allow storage account key access Enabled

Allow cross-tenant replication Enabled

Default to Azure Active Directory Disabled

autharizatinn in the Azure nortal

- | < Previous ‘ Next > Download a template for automation

Once the storage account is created, click on ‘Go to resource’ as shown below to go to the storage
account created.

Home >
» gwlbdemosa_1663667819438 | Overview = -
Deployment
« il Delete O Cancel Ty Redeploy 4 Download () Refresh
% Overview @ We'd love your feedback! —>
& Inputs
%= Outputs @ Your deployment is complete
B Template F]  Deployment name: gwibdemosa 1663667819438 Start time: 9/20/2022, 3:27:12 PM
Subscription: AzureTME Correlation ID: 57(7acaf—0f327489d78b83'13a8958d4db4

Resource group: gwlbDemoSaRg

~ Deployment details

~ Next steps
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1.2. Add bootstrap file share

Add a bootstrap file share(Ex: gwlbdemobootstrap) within the storage account created.

0 Search resources services, and docs (G+/)

Home > gwibdemosa_1663667819438 | Ov

& gwlbd

unt

P Search
= Overview
& Activity log
@ Tags
2 Diagnose and solve problems
A Access Control (IAM)
& Data migration
Events
B Storage browser
Data storage

= Containers

T Queues

05 Tables

Security + networking

R Networking

+ File share

Active Directory: Not configured

gwibdemosa

emosa | File shares #

Refresh

File share settings

Soft delete: 7 days

Search file shares by prefix (case-se

Name

You don't have any file shares yet. Click "+ File share’ to get started.

New file share

Tpegada@paloaltonetw.
PALD ALTO NETWORKS INC. BAL-

Name *

-]

Tier ©

Transaction optimized

Maximum capacity: 5 Tie

Performance

Maximum 10/s© 1000

Egress Rate 60MiB/s
Modified

Ingress Rate © 60MiB/s

Maximum capacity 5 TiB

Large file shares Disabled

© You can improve perfo

for this storage account

ith

aximun share capacity by enabling large file shares

s share, check if you can communicate over port 445.
and Linux dlients can help. Learn how to ircumvent

Open the bootstrap file share directory created to add folders used in the VM Series bootstrap

process.

Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSarg > gwibdemosa

& 9gwlbdemosa | File shares  »

Storage account
[ .2 search

= Overview
Activity log

Tags

Diagnose and solve problems

» S e D

Access Control (IAM)

<

Data migration
Events

B8 Storage browser

Data storage

= Containers

BB Tables

—+ Fileshare (D Refresh
File share settings
Soft delete: 7 days

Active Directory: Not configured

Search file shares by prefix (case-sensitive)

Maximum capacity: 5 TiB

Security: Maximum compatibility

(@ ) Show deleted shares

Name

gwlbdemobootstrap

Modified

9/20/2022, 3:46:03 PM

Tier Quota

Transaction optimized 5TiB

Add “config, license, software, plugin and content” folders with in the bootstrap

directory(gwlbdemobootstrap) created as shown below
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Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwlbdemosa | File shares >

gwlbdemobootstrap

File share

[0 search | « & Connect T Upload l+ Add directory IO Refresh [i] Deleteshare § Changetier ¢ Editquota

& O i
verview New directory

£ Diagnose and solve problems
Name * I
Aa Access Control (IAM)
[ config| v

"

Settings
It propertis lm =

Operations

4 Snapshots

& Backup

& 9wlbdemobootstrap

File share
| L Search | « & Connect 7T Upload - Add directory () Refresh il] Delete share | Change tier £ Edit quota
& Overview ‘ P Search files by prefix
/2 Diagnose and solve problems Name Type
A Access Control (IAM) config Directory
Settings content Directory
il Properties license Directory
plugin Directory
Operations
software Directory
44 Snapshots

& Backup

1.3. Update bootstrap file share with init and bootstrap configuration

Copy init config and bootstrap configuration files from github repository into the “config” folder
created in above step.

Go to https://github.com/PaloAltoNetworks/Azure-GWLB and click on ‘bootstrap.tgz’ to download
the bootstrap files from github. Unzip the file after downloading.
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& > C (O [#& github.com/PaloAltoNetworks/Azure-GWLB

O Product Solutions Open Source Pricing

B PaloAltoNetworks / Azure-GWLB  Public L Notit

<> Code (@ Issues 3 19 pull requests 1 ® Actions [ Projects @ Security 1~ Insights

¥ main ~ ¥ 1branch  © 0 tags Go to file m

skrish-murt Update README.md ece2s6c 4 hoursago 9 42 commits
Images Added bootstrap.tgz 26 days ago

[ README.md Update README.md 4 hours ago
[ application-stackjson Fixed application vm os profile 4 days ago
Modofied Bootstrap configs 13 days ago

[ security-stackjson Changed file name, fixed default values including CIDRs 5 days ago

Copy “init-cfg.txt” and “bootstrap.xml” files from bootstrap config folder downloaded from github to
“config” folder of ‘gwlbdemobootstrap’ file share created in above step.

Click on the “config” folder as shown below and add “init-cfg.txt and bootstrap.xml” files.

Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwlbdemosa | File shares >

& 9wlbdemobootstrap

File share
‘,O Search ‘ « & Connect T Upload -+ Add directory () Refresh il Delete share [ Change tier V7 Edit quota
& Overview |/O Search files by prefix
/2 Diagnose and solve problems Name Type
8 Access Control (IAM) Directory
Settings content Directory
i Properties license Directory
software Directory
Operations
2 Snapshots
& Backup
Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwlbdemosa | File shares > Up|0ad files X
- gwlbdemobootstrap gwibdemobootstrap/config
File share Files @
[0 Search « T Upload + Adddirectory () Refresh [i] Delete directory <5 Properties Select a file =
& Overview [0 Search fles by prefix (] Overwrite if files already exist
£ Diagnose and solve problems Name Type

fa Access Control (IAM) u

Current uploads

Settings
Dismiss: Completed All
1l Properties
bootstrapxml © 17KiB/17KiB
Operations init-cfg.txt @ 44B/448

% Snapshots
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Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwlbdemosa | File shares

~ gwlbdemobootstrap

File share

‘/"3‘ Search ‘ « T Upload + Adddirectory () Refresh [ill Delete directory = Properties

& Overview [P Bearch files by prefix

& Diagnose and solve problems Name Type Size

fa Access Control (IAM) L]

Settings ) bootstrap.xml File 169 KiB
{li Properties [2) init-cfg.txt File 448
Operations

Info- init-cfg.txt file has “plugin-op-commands=azure-gwib-inspect:enable” to enable GWLB inspect

functionality on VM Series firewall.

And the bootstrap.xml file has configuration to configure interface eth1/1 and add sub interfaces eth1/1.1
and eth1/1.2 to accept vxlan traffic from GWLB. eth1/1.1 and eth1/1.2 corresponds to trust and untrust

vxlan interfaces associated with GWLB

2. Create Azure GWLB and VM Series firewall using the

Security stack ARM Template
2.1. Deploy Security stack

To deploy GWLB and VM series as its backend pool go to

https://qithub.com/PaloAltoNetworks/Azure-GWLB and scroll down to find ‘Part 1: Deploy Security

Stack Resources’ and click on “Deploy to Azure” to deploy Azure GWLB and VM series as part of

dedicated vnet(security vnet).
< Cc O @ github.com/PaloAltoNetworks/Azure-GWLB

i= README.md

~ Supnewrenx

Subnet Prefix for Application management subnet ex "10.240.0.0/24"
Part 1: Deploy Security Stack Resources

The ARM template deploys the Security stack with Gateway Loadbalancer, VM-Series firewall with GWLB bootstrap
configuration , VM-Series firewall added in the backend pool of the Gateway Loadbalancer.

Part 2: Deploy Application Stack Resources
The ARM template deploys the Application stack with the Loadbalancer configured with the default Load Balancer
rules, Linux VM with simpleHTTP service.

You can use the application-stack.json to deploy multiple spokes / application stacks.

Azure GWLB Deployment Guide 13

©2022 Palo Alto Networks, Inc


https://github.com/PaloAltoNetworks/Azure-GWLB

Fill in the below mentioned parameters and click on create to deploy the Security stack template.

Resource Group : Click on “Create new” and create a new resource group Ex:
gwlbDemoSecRG
Region : East US 2
Firewall Dns Name : gwlbdemodns
Vm Name : gwlbDemoVM
Admin Username : demouser
Admin Password - XXXXXXXXX
Home >

Custom deployment

Deploy from a custom template

Basics Review + create

Template
Customized template o'
7 resources . f . f a%"
Edit template Edit parameters Visualize
Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * & | AzureTME ~ ‘

Resource group * @ | (New) gwlbDemoSecRG v ‘

Create new

Instance details

Region* @ | East US 2 ~ ‘

Firewall Dns Name @ | gwlbdemodns ~ ‘

Vm Name * @ | gwlbDemoVM ~ ‘
Admin Username * (O | demouser v ‘
Admin Password * @ | ------------ ~ ‘

Fill in Storage account name, its Access key and Bootstrap Fire Share of the storage account that
you have created in above steps.

Refer below screenshot for reference, copy these fields and fill in as part of template deployment
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Home > gwlbdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwlbdemosa

® |gwlbdemosa|| Access keys  *

Storage account

Search «
© setotation reminder () Refresh

Ao, Access Control (JAM) -
Access keys authenticate your applications’ requests to this storage account. Keep your keys in a secure location like
& Data migration Key Vault, and replace them often with new keys. The two keys allow you to replace one while still using the other.
Events Remember to update the keys with any Azure resources and apps that use this storage account.
Learn more about managing storage account access keys &'
S Storage browser
Storage account name
Data storage
9 [ gwlbdemosa s 1
= Containers
& File shares key1 () Rotate key
M Queues Last rotated: 9/20/2022 (0 days ago)
Ke Copied 3
[ Tables v
[ Ecl4sWKBFUYMB2TiQIwgH/iXvBINSNRbWD1818 1w A8 7IBmlyJmatTEuwdycl... -\ [ Hide ]
Securi networki . N
urity + networking Connection string
PR— \
key2 CD Rotate key
2 Last rotated: 9/20/2022 (0 days ago)
@ Shared access signature Key
Show
& Encryption ‘ l l
Connection strirk
© Microsoft Defender for Cloud <
[ show ]
Data management
Home > gwibdemosa_1663667819438 | Overview > gwlbDemoSaRg > gwibdemosa
File shares »
0 Search « + File share () Refresh
8a. Access Control (IAM) “ File share settings
& Data migration Active Directory: Not configured Soft delete: 7 days Maximum capacity: 5 TiB Security: Maximum compatibility
E
vents [ search file shares by prefix (case-sensitive) | @) showdel
S Storage browser
Data storage Name Modified Tier

wibdemobootstrap

[0 Queues

B Tables

Security + networking

Bootstrap Storage Account

9/20/2022, 3:46:03 PM

: gwlbdemosa

Transaction optimized

Bootstrap Storage Account Access Key : XXXXXXXXXXXXXXXXXXXXXX

Bootstrap File Share

: gwlbdemobootstrap

And leave remaining fields to defaults and click on Review + Create and Create after successful

validation.
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Home >

Custom deployment

Deploy from a custom template

Admin Username * | demouser v |
Admin Password * (@ srassssassanis o |
Bootstrap Storage Account* | gwlbdemosa N |
Bootstrap Storage Account Access Key * eSS RSNttt tttttastatatntne S |
Bootstrap File Share * @ | gwlbdemobootstrap v |
Bootstrap Shared Dir © | |
Image Version (O | 1014 e |
Image SKU @ | byal ~ |
Vm Size (D | Standard_DS3_v2 ~ |
Address Prefix © [ 1000.0/16 v]
Management Subnet O | 10.0.1.0/24 N |
Data Subnet ® | 1000.0/24 |

Review + create ‘ < Previous | ’ Next : Review + create >
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Home >

Custom deployment

Deploy from a custom template

° Validation Passed

licensed by Microsoft and not by any third party.

Basics

Subscription
Resource group
Region

Firewall Dns Name
Vm Name

Admin Username
Admin Password

Bootstrap Storage Account

Bootstrap Storage Account Access Key

Bootstrap File Share
Bootstrap Shared Dir

AzureTME
gwlbDemoSecRG
EastUS 2
gwlbdemodns
gwlbDemoVM
demouser

AR R R

gwlbdemosa

gwlbdemobootstrap

Image Version 10.1.4
Image SKU byol
Vm Size Standard_DS3_v2
Address Prefix 10.0.0.0/16
Management Subnet 10.0.1.0/24
Data Subnet 10.0.0.0/24

< Previous ‘ | Next

Now you will be entering into the “Deployment in progress” page as shown below. Wait for around
5-7 Min for this template to deploy all the resources.

Home >

@ Microsoft.Template-20220920192139 | Overview =

b Deployment

« [i] Delete  Cancel |1} Redeploy  Download () Refresh

L @IS @ We'd love your feedback =

1 Inputs

%= Outputs === Deployment is in progress

B Template B3] Deployment name: MicrosoftTempl 20192139 Start time: 9/20/2022, 7:21:55 PM
Subscription: AzureTME Correlation ID: 17f9ed08—62|b74b627907d7adibbza74b04E
Resource group: gwlbDemoSecRG

~ Deployment details
Resource Type Status Operation details

@ gwlbDemoVM Microsoft.ComputeyvirtualMachines  Created Operation details
@ secDataNic Microsoft.Network/networkinterfaces ~ Created Operation details
@ securityl8 Microsoft.Network/loadBalancers oK Operation details
@ secMgmtNic Microsoft.Network/networkinterfaces ~ Created Operation details
@  secvnet Microsoft.Network/virtualNetworks ~ OK Operation details
© fwPubliclp Microsoft.Network/publiciPAddresses  OK Operation details
@  networkSecurityGroup1 Microsoft.Network/networkSecurityG... OK Operation details

You should see below mentioned screen on successful deployment of Security stack template
deployment
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Home >

s Microsoft. Template-20220920192139 | Overview

Deployment
« 1] Delete () Cancel Ty Redeploy b Download () Refresh
. CERED € Wed love your feedbackl —
[ Inputs
¥= Outputs @ Your deployment is complete
a
51 Template P Deployment name: Microsoft Template-20220920192139 Start time: 9/20/2022, 7:21:55 PM
Subseription: AzureTME Correlation ID: 17f9ed08'621b—4b62'907d—adfbbza74b04E

Resource group: gwlbDemoSecRG
v Deployment details

~ Next steps

Go to resource group

2.2. Validate bootstrap configuration on VM Series firewall

Now click on “Go to resource group” to check for the resources created

Login to the VM Series firewall by clicking on “gwlbDemoVM” virtual machine created as part of
this deployment using its public IP address. And use username and password that was
configured during deployment.

Home > Microsoft.Template-20220920192139 | Overview >

() gwlbDemoSecRG  # #

Resource group

« + Create 8 Manageview ~, [i] Delete resource group () Refresh  ExporttoCSV % Open query 3 Assign ta > Move v [il 4
(4) Overview - A Essentials

@ Activity log Subscription (move) : AzureTME Deployments : 1 Succeeded

A Access control (IAM) Subscription ID 0683d406-4d77-4bb7-b1a6-165c282b5d37 Location East US 2

@ Tags Tags (edit) Click here to add tags

I+ Resource visualizer
Resources  Recommendations

Events
Settings Filter for any field. | Typeequalsall X Location equalsall X iy Add fiter
2
& Deployments Showing 1108 of 8 records. [ Show hidden types © No grouping
Q Security
) ] Name ™ Type T Location Ty
B rolicies
O & twpublicie Public IP address EastUS2
il Properties
T gt fats2
B Locks -
e Disk_1_cc6536869681455fbade7bdab1a0c754 Disk EastUS 2
Cost Management O @ networksecurityGroupt Network security group EastUS2
Cost analysis O @ secpatanic Network Interface EastUS2
KR Costalerts (preview) [ 88 secMgminic Network Interface EastUS2
© Budgets . —

Check for the firewall to be configured with Sub-Interfaces ethernet1/1.1 and ethernet1/1.2. And a
firewall policy to allow all traffic as per the bootstrap configuration.

These sub interfaces correspond to the two vxlan tunnels that GWLB uses to forward traffic
towards VM Series firewall.

Also make a note that the sub interfaces ethernet1/1.1 and ethernet1/1.2 are VLAN tagged with 1
& 2 respectively. If at all someone tries to deploy this manually, you need to take care of this vlan
tags.

Azure GWLB Deployment Guide 18 ©2022 Palo Alto Networks, Inc



C' PA-VM DASHBOARD r MONIT CIES OB NETWORK

5 Interfaces
Ethernet | Loopback | Tunnel | SD-WAN
A Zones _—
@ virtual Routers A 9
@ IPSec Tunnels N
s
4 GReTunnels MANAGEMENT LINK VLAN / VIRTUAL- 1
£ DHCP INTERFACE INTERFACE TYPE | PROFILE STATE | IP ADDRESS VIRTUAL ROUTER TAG WIRE SECURITY ZONE F
o
L DNS Proxy Fethernetl/1 Layer3 health-probe Dynamic-DHCP Client vrl Untagged none trust
@, GlobalProtect
@, Portals @ ethernet1/1.1 Layer3 Dynamic-DHCP Client vrl 1 none trust
@ Gateways ethernet1/1.2 Layer3 Dynamic-DHCP Client vrl 2 none untrust
@] MpM
EFethernet1/2 none none Untagged none none
‘f‘?} Clientless App Groups EFethernet1/3 none none Untagged none nene
2 Qos
bt £4 = nane none Uintacoad nane nane

2.3. Validate Gateway Load Balancer configuration

Validate Load Balancer configured by clicking on “securityLB” as shown in the below screenshot.

e e e IS L 0 8 g
Home > Microsoft.Template-20220920192139 | Overview >
(4] gwlbDemoSecRG |#
Resource group
[0 search « ~+ Create % Manageview v [i] Delete resource group () Refresh | Exportto CSV %5 Open query v
@®) Ovenview A Essentials
B Activitylog Subscription (move) : Deployments : 1 Succeeded
Ba Access control (IAM) Subscription D : 0683d406-4di77-4bb7-b1a6-165c282b5d37 Location  : EastUS2
© Tags Tags (edit) : Click here to add tags
<+ Resource visualizer
Resources  Recommendations

Events _—
Settings [ Filter for any field... | Typeequalsall X Location equalsall X Add filter
& Deployments Showing 110 8 of 8 records. [ Show hidden types © No grouping
Q Security

[J Name Type Ty Location Ty

B Policies ] & gwibbDemovm_Osbisk 1_cc6536869681455fbade7bdab1adc754 Disk EastUS 2
m
il Properties [0 @ networksecurityGroup1 Network security group EastUS 2
& Locks [ @ secstanic Network Interface EastUS2
Cost Management O @ secMgminic Network Interface EastUS 2

Cost analysis [ & securiyis EastUS 2
El Cost alerts (preview) ] 4> secVnet Virtual network EastUS 2

® Budgets —

Check for the LB to be of SKU Gateway(Gateway load balancer)

S EE

Home > Microsoft.Template-20220920192139 | Overview > gwlbDemoSecRG >

<&securityLB # %

Load balancer

O Search « = Move v [i] Delete () Refresh 2 Give feedback

& Overiew A Essentials
& Activity log Resource group (move) : Backend pool : BackendPool1 (1 virtual machine)
p}}\ Access control (IAM) Location : EastUS 2 Load balancing rule : LbRule1

ubscription (move) @ Azure’ ealth probe : sec_http_health_probe (Tep:
P Sub: ion (move) A Health prob: http_health be (Tcp:20)

ags

Subscription ID : 0683d406-4d77-4bb7-b1a6-165c282b5d37 Tier Regional

&2 Diagnose and solve problems
I SKU : Gateway I Private IP address  : 10.0.0.4

Settings Tags (edit)

: here to add tags

B Frontend IP confiquration

Azure GWLB Deployment Guide 19 ©2022 Palo Alto Networks, Inc



Check for VM Series to be configured as the backend pool for the GWLB.

Home > Microsoft.Template-20220920192139 | Overview > gwlbDemoSecRG > securityLB

« + Add () Refresh & Give feedback

& Overview -

Activity log (12 rierby name. |

8a Access control (IAM) Backend pool == all Resource Name == all Resource Status == all 1P address == all Network interface == all Availability zone == all
@ Tags [ Group by Backend pool V]

# Diagnose and solve problems
Backend pool Resource Name Resource Status 1P address Network interface Type Rules count

Settings \/ BackendPoolt

@ Frontend IP configuration BackendPooll gwlbDemoVM Running 10005 secDataNic Internal and External 1
/& Backend pools

@ Health probes

Click on the Backendpool to check for protocol used, internal and external ports and VNI
configuration.

GWLB uses VXLAN protocol to encapsulate the data traffic and forward towards the
backendpool(VM Series Firewall).

Home > Microsoft.Template-20220920192139 | Overview > gwlbDemoSecRG > securitylB | Backend pools >

BackendPool1

securitylB
Name * | BackendPool1
Virtual network (O secVnet
Backend Pool Configuration NIC

IP address

Gateway load balancer configuration

Configuration settings on how the traffic is redirected to and from the gateway appliances.

Protocol () VXLAN
Type © Internal and External

Internal

External
Internal port * @ 2000 ’
Internal identifier * (O 800 ’
External port * (O 2001 ’
External identifier * (O 801 ’

Save &7Give feedback
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NOTE: Notice these are the default values that match the command that ran in the vm-series to
enable the VXLAN inspection for the GWLB integration. If you selected a different set of values, you
should update the template to reflect those values.

Also check for load balancing rules to be configured with the backendpool configured.

Home > Microsoft.Template-20220920192139 | Overview > gwlbDemoSecRG > securitylB | Load balancing rules >

LbRulel

securitylB

o A load balancing rule distributes incoming traffic that is sent to a selected IP address and port combination across a group of
backend pool instances. Only backend instances that the health probe considers healthy receive new traffic.

Name | LbRule1
IP Version * @ 1Pv4
O rve
Frontend IP address * @ | FElpconfig1 (10.0.0.4) v ‘
Backend pool * () BackendPool1 o
VXLAN Type: Internal and External
[~] HAPorts @
Health probe * (O | sec_http_health_probe (TCP:80) ~ ‘
Create new
Session persistence (O | None v ‘
Idle timeout (minutes) (@ O ‘ 4 ‘
TCP reset (®) Disabled
: Enabled
Floating IP © (®) Disabled

We are good with Security stack configuration now. We have GWLB and VM Series provisioned as
part of security vnet.
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3. Build Application Environment and extend the service chain

from the local Public Load balancer to the GWLB
3.1. Deploy Application Stack

Now that we have deployed a security stack with GWLB. Lets go ahead and deploy Application
stack that includes application server frontend with Public Load balancer.

Using this template we will configure service chaining between Public load balancer and GWLB
so that all the traffic that is going through Public load balancer will be sent to GWLB for security
inspection using VM series .

To deploy Application stack, go to https:/github.com/PaloAltoNetworks/Azure-GWLB and scroll

down to find ‘Part 2: Deploy Application Stack Resources’ and click on “Deploy to Azure” to
deploy Application server frontend using Public load balancer in dedicated vnet(Application vnet).

& c O Iﬁ github.com/PaloAltoNetworks/Azure-GWLB I

‘= README.md

e SubnetPrefix

Subnet Prefix for Application management subnet ex "10.240.0.0/24"

Part 1: Deploy Security Stack Resources

The ARM template deploys the Security stack with Gateway Loadbalancer, VM-Series firewall with GWLB bootstrap
configuration , VM-Series firewall added in the backend pool of the Gateway Loadbalancer.

Part 2: Deploy Application Stack Resources

The ARM template deploys the Application stack with the Loadbalancer configured with the default Load Balancer
rules, Linux VM with simpleHTTP service.

You can use the application-stack json to deploy multiple spokes / application stacks.

Fill in the below mentioned parameters and click on create to deploy the Application stack

template.

Resource group : gwlbDemoApp1RG(click on “Create new” and provide new
resource group name)

Region : East US2
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Security Resource Group : gwlbDemoSecRG(This is the resource group in which we have
deployed security stack in the above steps)

Gw LB Name : securityLB (leave this to default, this is the GWLB that was
added as part of security stack creation)

Gw LB Frontend IPName : FElpconfig1(leave this to default, this is the GWLB Frontend IP
that was added as part of security stack creation)

Admin Username : ubuntu(leave this to default)

Admin Password : <Fill in the password>

Leave remaining fields to default values and click on “Review + Create” and then “Create” to
deploy Application stack

_ Microsoft Azure £ Search resources, services, and docs (G+/)

Home >

Custom deployment

Deploy from a custom template

Basics  Review + create

Template
Customized template of'
7 resources . . f ‘:&b
Edit template Edit parameters Visualize
Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription * © ‘ AzureTME Vv ‘

Resource group * (O ‘ (New) gwlbDemoApp1RG Y ‘

Create new

Instance details

Region* @ ‘ East US 2 ~ ‘
Security Resource Group* @ ‘ gwlbDemoSecRG v ‘
Gw LB Name (O ‘ securityLB > ‘
Gw LB Frontend IPName @ ‘ FEIpconfig1 v ‘
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| ubuntu

Admin Username O

Admin Password * (O IR TITTTIer v ‘
Image Publisher ® | Canonical v ‘
Image Offer (D | UbuntuServer e ‘
Image SKU @ [ 18.04-LTS ]
Vm Size @ | Standard_A1_v2 v ‘
VNET Name (D | appVNET ]
Subnet Name @ | Subnet-app \/ ‘
VNET Prefix @ [ 1024000716 v]
Subnet Prefix © [ 10.240.00/24 ]

I || < Previous | I Next : Review + create = l

After clicking on “Create” you will see the below mentioned screen on successful deployment of
Application stack.

Home >
w_ Microsoft.Template-20220920232213 | Overview =
Deployment
|/D Search | « @ Delete S Cancel |1| Redeploy i Download O Refresh

~ )
& Overview @ We'd love your feedback! =

& Inputs
= Outputs @ Your deployment is complete
[
=) Template Deployment name: Microsoft. Template-20220920232213 Start time: 9/20/2022, 11:22:29 PM
m;mw oo AzuCTIVE Correlation ID: £7902b04-3¢b5-4382-b7d1-2d64b12540f [

Resource group: gwlbDemoApp1RG

~ Deployment details

~ Next steps

Go to resource group
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3.2. Check for service chaining between GWLB and Public Load balancer

Click on “Go to resource group” to go to the resource group in which the application stack got
deployed.

Within this resource group you can see that the Public load balancer got added by the name
“publicLB”

Home > Microsoft.Template-20220920232213 | Overview >

[;I gwlbDemoApp1RG| »

Resource group

«  + Create ¢ Manageview v [i] Delete resource group {) Refresh | ExporttoCSV %S Openquery | @ Assigntags — Move v i Delete < Export template
(4 Overview 4 A Essentials

H Activity log Subscription (move) : AzureTME Deployments : 1 Succesded

Ra Access control (1AM) Subscription ID  : 0683d406-4d77-4bb7-b1a6-165¢282b5d37 location  : EastUS2

@ Tags Tags (edit) : Click here to add tags

%+ Resource visualizer
Resources  Recommendations

Events
Settings Filter for any field.. Typeequalsall X Locationequalsall X i Add filter
2 ) .
& Deployments Showing 1to 7 of 7 records. [ Show hidden types @ No grouping v
Q Ssecurity
[J Name Type o Location T4

B Policies ] @ applicationvm_OsDisk_1_7100841d120847709017dc5f9f1381c7 Disk East US 2
e
HIi- propertes [ & appNic Network Interface East US 2
& Lodks O & apprip Public IP address EastUS 2
Cost Management [J e appVNET Virtual network EastUS 2

Cost analysis [ @ networksecurityGroup1 Network security group East US 2

Bl Cost alerts (preview) D ‘3? publicLB Load balancer East US 2

) pudoee [<previous | Page [T v ] o1 [Mesis |

& Advisor recommendations

Click on this Public Load balancer to validate service chaining with GWLB created in earlier steps

Under the Public load balancer go to Frontend IP configuration and click on
“LoadBalancerFrontEnd” to check service chaining with GWLB.

Home > Microsoft.Template-20220922155330 | Overview > gwlbDemoApp1RG > publicLB

publicLB | Frontend IP configuration

Load balancer

‘p Search ‘ « -+ Add () Refresh & Give feedback
& Overview -
ﬁ ativior | |/O Filter by name.

ctivity log

Name T IP address T Rules count T
8 Access control (IAM)

P LoadBalancerfrontend 52.167.249.142 JappPip) 1
ags

&? Diagnose and solve problems

Settings

| E Frontend IP configuration I

% Backend pools

As shown in the screenshot below, we can see that the Standard load balancer points to the
Frontend IP of the Gateway load balancer thus ensuring the service chain exists between them.
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Home > Microsoft.Template-20220922155330 | Overview > gwlbDemoApp1RG > publicLB | Frontend IP configuration >

LoadBalancerFrontEnd

publicLB

Type © Public

IP type @ IP address O IP prefix

Public IP address * ‘ appPip (52.167.249.142) ~ ‘
Create new

Gateway Load balancer (© FElpconfig1 (10.0.0.4) -

Subscription: 0683d406-4d77-4bb7-b1a6-165c282b5d37, ResourceGroup: gw
Used by

The list of load balancing rules, inbound NAT rules, inbound NAT pools, and outbound rules using this IP address.

Name Type

LBRule Lead balancing rule

Check for the Load balancing rule. It is configured to redirect traffic destined to port 8081, to port
8080 in the backend pool

Home > Microsoft.Template-20220922155330 | Overview > gwlbDemoApp1RG > publicLB

y= publicLB | Load balancing rules

Load balancer

« + Add () Refresh 27 Give feedback
& Overview -
5 Filter by name...
Activity log [oF Y |
Name Ty Load balancing rule Ty Backend pool Ty Health probe 1.y

fa Access control (IAM)

P LBRule LBRule (TCP/8081 to TCP/8080) BackendPool1 spoke_http_health_probe
fags

/2 Diagnose and solve problems

Settings

Ed Frontend IP configuration
% Backend pools

@ Health probes

#= [ Load balancing rules

B Inbound NAT rules
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Use case validation

1. Verify inbound traffic security using VM Series behind GWLB

oo S—
Security Vnet
10.0.0.0/16
F=————— <'>1
| eth/0) Management |
subnet 1
[, S, J

‘. _® _____________ Protected Traffic. -
L P s SEIVICE CHAIN e ¢ ¢ — e s : —————
Unprotected Traﬂic@ H{. ..........

. ‘Series:

(X L) .
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As per above topology, inbound traffic flow will be as mentioned below.

User(3.72.69.153) tries to access application using App1 ALB Frontend IP address 52.167.294.142

Because of Service Chaining between ALB and GWLB, Unprotected traffic will be forwarded to
GWLB

Unprotected traffic is then sent to VM series firewall by GWLB using VXLAN tunnel
towards Untrust Sub interface ethernet1/1.2 of Palo Alto VM Series firewall for
inspection.

After inspection VM Series firewall uses VXLAN tunnel from its Trust Sub interface
ethernet1/1.1 towards GWLB to send Protected traffic

GWLEB will now send Protected traffic towards Public Load Balancer Frontend IP
address

© 06 600

App1 Public Load balancer will send Protected traffic to its backend pool application

Response traffic will follow the same reverse path.

Application can be accessed by the user as shown below using “wget http://52.167.249.142:8081" and
you will get the response as shown below.

Same Application can be accessed from a web browser using “http://52.167.249.142:8081" and the
output will look like below.

@ Go PaloAlto Networks - Azure G' X -+

< C 0 A Notsecure | 52.167.249.142

Welcome to PaloAlto Networks
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Now go to the firewall monitoring page and verify the logs to confirm that the user traffic is going through
the VM Series firewall behind GWLB and appropriate security policy is being applied.

DASHBOARD ACC MONITOR POLICIES OBJECTS NETWORK DEVICE

(3 Logs (0) (( port.dst eq 8081 ) and ( addr.src in 3.72.69.153) SX ®ORE
[ Traffic SOUR.. DESTIN...
B Threat DYNA... DYNAMIC | DYNA...
- = 5 FROM SOUR... | ADDR... ADDRESS | USER TO
@ URL Filtering RECEIVE TIME TYPE ZONE TO ZONE SOURCE USER GROUP | DESTINATION GROUP GROUP PORT APPLICATION ACTION RULE
E5) wildFire Submissions - - - -
Fe 09/2203:34:59  end untrust trust 3.72.69.153 52.167.249.142 8081 | web-browsing allow InboundAll
@ Data Filtering
B2 HIP Match o 09/2203:34:54  end untrust trust 3.72.69.153 52.167.249.142 8081 | web-browsing allow InboundAll

With this we can make sure that the inbound traffic is being protected by VM series firewall behind Azure
GWLB

2. Verify outbound traffic security using VM Series behind
GWLB

To send outbound traffic login to the Application server behind Public Load Balancer and try to
access some internet applications.

/7
ROt wneT [ Secory ner b o dy—
10.240.0.0/16 10.0.0.0/16
App1 ALB FrontEnd P r
52.167.249.142 1 o <.>.|
1 1 eth1/o) management |

e 1
« o

-

L P m— s SerVice CHAIN s b b — e n n th1/1.1)
WL P
Unprotected Traffic é
)

Iqqqh

(eth1/1.2)

@ iSeriesé

| ApROZ vnet

App1 ALB FrontEnd IP

N

L.._..—--—Semi:echain_..J

As per above topology, outbound traffic flow will be as shown below.
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Try to send internet traffic(ex:twitter.com)

Because of Service Chaining between ALB and GWLB, Unprotected traffic will be forwarded to
GWLB

Unprotected traffic is then sent to VM series firewall by GWLB using VXLAN tunnel
towards Untrust Sub interface ethernet1/1.2 of Palo Alto VM Series firewall for
inspection.

After inspection VM Series firewall uses VXLAN tunnel from its Trust Sub interface
ethernet1/1.1 towards GWLB to send Protected traffic

GWLB will now send Protected traffic towards Public Load Balancer Frontend IP
address

Appl1 Public Load balancer will send outbound internet traffic usign its Public IP
address as source IP

© 0 0 © 00

As part of current topology let us login to the Linux server behind GWLB by using the serial
console on azure portal or you can also login using SSH.

Try to access twitter website using “wget www.twitter.com” and the output will be as shown
below.We can see that the twitter application was accessed successfully.(outbound traffic from
application)

F: [applicationVM] Serial console

O Search < 7 Feedback[Z & O m=

icationVM: /home/ubuntuf
® Logs icationvM: /home/ubuntu#
0 icationVM: /home/ubuntuf
%@ Connection monitor (classic) icationVM: /home/ubuntu# |wget www.twitter.com
11:43 http://www.twitter.c
Resolving www.twitter.com (www.twitter.com)

@ Workbooks
Connecting to www.twitter.com (www.twitter.c
Automation HTTP request sent, awaiting response... 301 Moved Permanently
Locatio https://www.twitter.com/ [following]
Tasks (preview) 09 11:43:03—— https://www.twitter.com/
Connecting to www.twitter.com (www.

x Export template HTTP request sent, awaiting response...

Location: https://twitter [following]
Help 22-09-22 11:43:0: //twitter
lving twitter
% Resource health to twitte

i Boot diagnostics fied [text/html]
. . ex.html.1l’
€, Performance diagnostics dex.i

[

&% VM Inspector (Preview)

Reset password 2 0 2 :43:03 (7.28 MB/s) -
A Redeploy + reapply - i i : /home/ubuntu#
d i i : /home/ubuntu#
[EA ubuntu Advantage support i i - /home /ubuntuf

plan . i i : /home/ubuntu#

Serial console icati : /home/ubuntu#
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Now go to the VM Series firewall behind GWLB to check if this outbound traffic is being
inspected by the firewall.

c. pA-VM DASHBOARD ACC MONITOR POLICIES OBJECTS NETWORK DEVICE

Manual v]| St

S Logs Q SXOBELE

2 Traffic SOUR.. DESTIN...

ED Threat DYNA... DYNAMIC | DYNA...

= X FROM SOUR... | ADDR... ADDRESS | USER | TO

@ URL Filtering RECEIVE TIME | TYPE | ZONE TO ZONE | SOURCE USER | GROUP | DESTINATION GROUP | GROUP | PORT | APPLICATION ACTION RULE

[ wildFire Submissions = e R R s = = o == =

i}

) Data Filtering E 09/2204:43:20  end trust untrust 52.167.249.142 104.244.42.1 80 twitter-base allow InboundAll
E2 HIP Match

= Ee 09/2204:43:20  end trust untrust 52.167.249.142 104.244.42.1 443 | twitter-base allow InboundAll
@, GlobalProtect

(=Y v Ee 09/2204:43:20 | end trust untrust 52.167.249.142 104.244.42.1 443 | twitter-base allow InboundAll

As per above screenshot we can see that the outbound traffic is being sent to Firewall for
inspection.

Note: Over here we can also see that the source IP address of the traffic was reported as the
public IP address of the Public Load balancer behind which we have the Application. As this
traffic is internet outbound traffic, load balancer is first performing NAT before sending to GWLB.

Add additional VM Series Firewall behind GWLB

Using the ARM template located at https://github.com/PaloAltoNetworks/Azure-GWLB we were able to
deploy a VM series behind GWLB as part of the above steps.

Now to add an additional VM series firewall behind the already provisioned GWLB, follow the steps
mentioned below.

1. Create a VM using the Microsoft Azure CLI.
Provide the input parameters for the command below.
az vm create \
--resource-group <myResourceGroup> \
-name <myPA-VM> \
-vnet-name secVnet \
--subnet Subnet-mgmt \
—-public-ip-sku Standard \
--size Standard_DS3_V2 \
-nsg networkSecurityGroup1 \
--admin-username <username> \
--admin-password <password> \
—-image paloaltonetworks:vmseries-flex:bundle1:10.7.4 \
—-plan-name bundle1 \
—-plan-product vmseries-flex \
--plan-publisher paloaltonetworks \
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--custom-data "storage-account=<myStorageAccountName>,access-
key=<myAccessKey>,file-share=<FileName>,share-
directory=<SharedDirectoryName>"

As part of this command specify the below mentioned parameters while keeping remaining
parameters to default

resource-group : Specify the resource group in which we have deployed a security stack.
It will be gwlbDemoSecRG

name : Name of the 2nd VM series firewall that you plan to deploy behind the
already deployed GWLB. It will be gwlbDemoVM2

admin-username : Username of your choice (Ex: demouser)

admin-password : Password of your choice

custom-data : Specify the storage account name (it will be gwlbdemosa), its

associated access key and bootstrap file share(it will be
gwlbdemobootstrap) that you have created as part of
B Azure GWLB Deployment Guide

On executing this command you will first see “Running” status as shown below

After successful completion of this command execution you will see the output as mentioned
below. This will take around 3-4 min for the VM to get provisioned
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2. Create NIC in the data subnet.
az network nic create -g <myResourceGroup> --vhet-name secVnet
--subnet Subnet-data -n <myDataNIC> --accelerated-networking
true —-ip-forwarding true

As part of this command specify the below mentioned parameters while keeping remaining
parameters to default

resource-group : Specify the resource group in which we have deployed
a security stack. It will be gwlbDemoSecRG
Name of the data nic(myDataNIC) : myDataNIC2

Output of this command execution will look as shown below.
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3. Stop the VM created in Step 1.

az vm deallocate -n <myPA-VM> -g <myResourceGroup>
-10 / u# 11

This will take couple of minutes

4. Addthe NIC created in Step 2 to the VM.

az vm nic add -g <myResourceGroup> --vm-name <myPA-VM> --nics <myDataNIC>

ics myDataNIC2

On Successful creation of the NIC, the output will look like this.
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Add the VM to the backend address pool of the GWLB.

az network nic ip-config address-pool add --address-pool BackendPool1 --ip-config-name ipconfig1
--nic-name <myDataNIC> --resource-group <myResourceGroup> --Ib-name securityB

Successful command execution will look like this

Start the VM.
az vm start -n <myPA-VM> -g <myResourceGroup>

Connect to the firewall using SSH. Enter the following in the firewall CLI to verify if the
GWLB is enabled.

show plugins vm_series azure gwlb

After starting the VM, we can use the above command to check if the newly added VM series
firewall enabled with GWLB functionality and it was configured with appropriate configuration to
connect with GWLB and send traffic over VXLAN tunnel towards GWLB.
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show plugins vm series azure gwlb

True

Internal Tunnel VNI:

Tunnel

ernal Tunnel VNI:

We can see that the GWLB was enabled and also we have internal and external VXLAN tunnel
ports and VNIs configured which will be used to send and receive traffic towards GWLB.

Summary

Integrating VM Series with Azure GWLB helps us seamlessly integrate security vnet into customer
infrastructure without modifying any of their network components.

And with this integration we are going to get complete source’s identity to actual application
Also we can avoid vnet peering and UDR creation to route traffic through VM Series firewall.

References
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